Introduction to Graphs

Introductions and Early Motivation

Course Website: https://courses.math.rochester.edu/current/248

Questions about Student Backgrounds and Interest: (answers to be submitted to me)

e What are your names and what's a fun fact about you?
e Which of these topics have you studied in the past/feel comfortable with the basics of?

Math | Linear algebra, Set Theory, Combinatorics, Probability, Proof Writing

CS Basic programming, algorithms or data structures

e What are your main topics of interest? What subjects motivate your interest most/what would
you like to get out of this class?

Idea:
Graphs provide a mathematical way to encode the idea of adjacency

Example: (Koenigsberg Bridge Problem)

Can one cross all seven bridges in Koenigsberg without crossing any of them twice and end up
back where they started?
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Example: (Biological, Ecological, Chemical Networks)

o How robust is a food web to the extinction of a single species?

o Which stages of a complex chemical process are rate-limiting?

o Given a large complicated system with many parts (many species, many chemical
compounds, many proteins, etc.) how can we measure the complexity of the structure in a

rigorous way?

Example: (Computational and Algorithmic Questions)

o How can we mathematize the idea of computation?



o How can we encode the intuitive idea of a network in a way computers can effectively
process?

Definition:
A graph G is a triple consisting of
avertexset V or V(G)
an edge set E or E(G)
a relation from E to V associating each edge to either one or two vertices (called endpoints)

We will often write G = (V, E) for convenient shorthand
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Note:
One may wish to exclude the null graph with V = @ from consideration.



Review as Necessary:
e Basic set theory

O
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equality of sets

set notation

empty set

subsets

cardinality

union, intersection, complement

disjointness of sets, partitions of sets

Cartesian product and tuples

relations, equivalence relations, equivalence classes
basic modular arithmetic as an example of the previous

e Proof theory

O
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What is a proposition

conditional statements

contrapositives of statements

logical quantifiers, basic structure of proofs of them, negation of quantifiers
Direct proof, contrapositive proof, proof by contradiction

Induction

Recurrence relations

e Functions

O
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Functions as mappings from domain to codomain

composition of functions

injectivity and surjectivity

bijections and inverse functions

growth rates of basic functions (bounded functions, logarithms, polynomials, exponentials,
factorials, etc.)

e Combinatorics
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summation notation over finite sets

permutations of finite sets

binomial coefficients, n choose k, the Binomial Theorem
Combinatorial proofs

Pigeonhole Principle
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Graph Theory!

Definition:
A loop is an edge where both endpoints are the same

Definition:
Multiple edges are a collection of at least two edges all having the same endpoints as one another.
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A Basic Classification:

May Not Have May Have Loops
Loops
May Not Have Multiple Simple Graph
Edges
May have Multiple Edges Multigraph Pseudograph (or sometimes
Multigraph)

In what follows, we will in general assume that the term "graph" refers to a simple graph
unless otherwise specified.

Definition:
A graph G is finite if both V and E are finite sets.



Definition:
If two vertices u, v € V are the endpoints of an edge in e € E, we say that they are adjacent, that
they are neighbors, that e connects u and v, and we write u & v

Note:

For a simple graph, we can identify edges with their two endpoints, so we will often refer to
"the edge uv" to denote the edge connecting these two vertices

Note:

We can think of a simple graph as a pictorial representation of a symmetric (but not
reflexive!) relation on
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Motivating Question:

Does every group of six people contain a subset consisting of three people such that either
none of those people know either of the other two

each of those people knows both of the other two
?

(this is an example of a clique finding problem)

Let V be a set of 6 people
Define a graph with edges connecting pairs of people who know each other

We could also define a graph with edges connecting pairs of people who don't
know each other
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Definition:

Let G = (V, E) be a simple graph. The complement of G is the graph G on the same vertex set V
with edge set E such thatuv € E ifand only ifuv ¢ E

Definition:
A clique is set of vertices which are pairwise adjacent.

Definition:
An independent set is a set of vertices which are pairwise nonadjacent



Motivating Question:
Suppose that you are attempting a complicated group project with several parts. Each person
in your group is to do one part. Knowing that each person may be better at some tasks than
others, how can you assign tasks to people?

(this is an example of a matching problem)

We could draw a graph with vertices consisting of tasks and people, connecting each
person to all of the tasks they can do well.
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Definition:
A graph G = (V,E) is bipartite if V = V; UV, is the union of two disjoint independent sets.
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Motivating Question:

How many colors do we need in order to draw a map of the world so that no adjacent
countries have the same color?

Definition:
The chromatic number of a graph G is x(G), given by the minimum number of distinct colors
needed to label vertices so that all adjacent vertices receive different colors
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A graph G is k-partite if V(G) can be written as the union of k disjoint ’\independent sets - called
partite sets.  (° Qo g%;\o\g MLa diS‘\oi\é VWO

Proposition:
A graph G is k-partite if and only if x(G) < k ‘o
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Motivating Question: (fo¢ potw )
What is the fastest route for me to travel to my home?



Let the vertex set represent road intersections and the edges the roads connecting them
Label each edge by distance or travel time
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A path is a simple graph whose vertices can be ordered so that two vertices are adjacent if and
only if they are consecutive in the list.

Definition: 7
A cycle is a graph with an equal number of vertices and edges which can be drawn in a circle with
consecutive edges in the circle connected.
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Definition:
A subgraph of a graph G is a graph H such that V(H) € V(G) and E(H) € E(G) such that any

edge in E(H) has the same endpoints in H that it does in G
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Definition:
A graph G is connected iff each pair of vertices in G belongs to a path contained in ¢
Otherwise, G is disconnected.
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Matrix Representation of a Graph

Definition:
15 Q@ Let G be a graph without loops. Suppose that we fix the order of the vertices in V(G) as
. W J UGOQQ' V1, V2, oo, Up
e adjacency matrix of G is the n by n matrix with entries a&; ; given by the number o
\ (R The adj xof Gisthenb ix A(G) with entries a; ; given by th ber of
\MJ& o edges in G with endpoints {v;, v;}
1 ’Y/& '\"’%{Dms Now, let us also fix the order of the edgesin E(G) as ey, ..., €.
\lb\”i . U)\;&”\r The incidence matrix of G is the n by m matrix M(G) with entries m; ; equal to 1 if v; is an
o endpoint of edge ¢;, and equal to O otherwise.
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Question:
Suppose we consider the square of the adjacency matrix 4%(G) = A(G) X A(G) for the
above graph.

How can we interpret the entries of this matrix?
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Question: What happens to the adjacency matrix/incidence matrix if we list the vertices/edges in

a different order?

Question:
Construct a graph which has the following adjacency matrix
N v O ;)’ / o (-’) '\,K“‘
2 0 © 3 1]
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What if we don't really care about the specific labels we've given to a vertices of a graph? We'll often
care more about "structural properties” of a graph that would be the same no matter what we called
the vertices.
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Definition:
Let G and H be simple graphs. An isomorphism or graph isomorphism is a bijection f:V(G) -
V(H) such thatuv € E(G) if and only if f(u)f(v) € E(H)

If there exists a bijection between G and H, we write G = H
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Definition:
The unlabeled path and unlabeled cycle with n vertices are denoted P, and C,,, respectively.
C, is sometimes also called an n-cycle

Definition:

A complete graph on n vertices is a simple graph with all pairs of distinct vertices adjacent, and is
denoted K,,

Question:
How many edges are there in a complete graph with n vertices?
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Proposition: G T
If two simple graphs H and G are isomorphic, then their complements are also isomorphic. ,'\10‘
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Definition:

We say a graph is self-complementary if it is isomorphic to its complement.
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A decomposition of a graph G is a list of subgraphs of G such that each edge in E(G) appears in
exactly one subgraph in the list.



Proposition:
A graph H with n vertices is self-complementary if and only if K,, has a decomposition
consisting of two copies of H.
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Note:
In many computational applications, we decompose complicated shapes into triangulations.
Doing this is fundamentally about graph decompositions! &o

Note:
Lots of graphs have cute names, some of which are commonly used and others less so
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triangle claw
louse bull bowtie

Which of these are self complementary?



There are myriad other specific graphs of interest.
Definition:
The Petersen graph is the simple graph G with V(G) the 2-element subsets of a 5-element set with

edges joining each pair of disjoint subsets. v /Lt )
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U,p roposition: (for the class)
Given any two distinct points in the Petersen graph, there exists a unique path of length either 1
(5\05@)}’~ or 2 (but not both) connecting them.
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Definition:

The girth of a graph is the length of the shortest cycle contained in the graph. If the graph contains
no cycle, the girth is said to be infinite.

Claim:
\/';\}‘ Any complete graph with at least three vertices has girth 3.

i

Any complete bipartite graph with at least 2 vertices in each partite set has girth 4.

Claim:
The Petersen graph has girth 5.
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Definition: / / /3 CMQST &)MI.QJNQ, BON “QX(‘\Q&A X

An automorphism of a graph G is an isomorphism from G to G.
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4 Definition:
A graph G is vertex-transitive if, for every pair u, v € V(G), there exists an automorphism of G that
maps u to v.

P, is not vertex-transitive.

An easy example is the 4-cycle. C a0 \ W 5 : rP\’“ >

Claim:
The Petersen graph is vertex-transitive.

Note:
Suppose a graph G is vertex-transitive. If we prove a property of the graph is true for some specific
vertex, it must be true for all vertices!
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